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1. Background on Quantitative Codesign 

The Quantitative Codesign of Supercomputers symposium is an annual workshop series that aims to 
significantly improve the effectiveness of high-performance computing through bringing about increased 
understanding of current limitations and improved development processes. This symposium considers 
combining two methodologies—collaborative codesign and data-driven analysis—to realize the full 
potential of supercomputing. For full potential of supercomputing, we consider everything pertaining to 
output production including, but not limited to, the performance of applications, system software, 
workflows, health of hardware. Our centers store vast sums of information, yet using this data is a 
demanding task. To a large extent the difficulty in obtaining quantitative insight has to do with discovering, 
accessing, and analyzing the right data. Codesign also presents formidable challenges, e.g. on how to use 
the data collected on current systems to facilitate the (potentially very different) design of next-generation 
supercomputers and successfully support our upcoming environments. Quantitative codesign offers a 
collaborative evidence-based approach to address our existing needs and our upcoming ambitions. This 
symposium was created to bring together leaders in the field to review current efforts across centers and 
discuss areas that show potential. 

Over the past decade, there has been a growing awareness of the multi-faceted benefits we can derive 
from data-driven strategies like Quantitative Codesign. This increasing awareness, along with 
improvements in Machine Learning (ML) technologies, have driven vendors, operations staff, and 
application developers to espouse integrating an ever-increasing level of instrumentation into their 
products. The time is ripe for turning this vast trove of available information and the incredible advances in 
analysis technologies it represents into appropriate knowledge and understanding. Doing so would create 
a feedback loop that could assist vendors and software developers in their designs. The recent National 
Strategic Computing Initiative Update Report has recommended that we promote timely access for 
developers of technologies, architectures, and systems to carry out the research needed to create the 
future computing software ecosystem, and Quantitative Codesign provides a solution to the ‘access 
problem’ of these extremely rare machines. If the future envisioned by the CSESSP report is to be realized, 
our software base will require significant investment in both modified and new code — an activity 
enormously assisted by Quantitative Codesign. There is no disagreement that more knowledge is good 
though there is still lack of concurrence across HPC stakeholders as to the cost/benefit tradeoff for varying 
fidelities of information collection and long term storage. The benefits of Quantitative Codesign will come 
through integrating design processes with more detailed knowledge of the interactions of the various 
components within the HPC ecosystem. 

Quantitative Codesign is also essential for addressing challenges brought about by the recent trend of 
increasing heterogeneity and varied accelerators in HPC architectures. For example, many HPC machines 
now incorporate alternative types of memory alongside conventional DDR SDRAM. Technologies such as 
"on-package" or "die-stacked" DRAM as well as non-volatile RAMs can provide distinct advantages 
compared to conventional DRAM, including higher performance as well as cheaper and more energy 
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efficient storage per byte. Each of these technologies also comes with its own limitations, such as smaller 
capacity or less bandwidth for reads and writes. Further complications arise because some of these new 
technologies can interface directly with processor caches, while others can only be accessed through 
peripheral devices, such as GPUs or other accelerators. 

Quantitative Codesign could mitigate many of the current problems with allocating and managing such 
heterogeneous resources effectively. Detailed knowledge of application demands will enable architects to 
make better decisions about how to select and organize computing and memory hardware. This approach 
can also help system software, including operating systems, compilers, and runtime software, distribute 
the available hardware resources among applications more effectively. Codesigned system software could 
utilize knowledge from new data sources for better energy efficiency and workflow management. 
Integrating high-level profiling and analysis with low-level resource management routines will enable these 
systems to implement new policies that respond flexibly to changes in application demands and could 
potentially expose important new efficiencies on platforms with heterogeneous hardware. 

2. Purpose of the Workshop 

The purpose of the workshop was to build the necessary community support to build up and foster concrete 
implementations of quantitative codesign. As architectural options expand in type and complexity, the need 
for a quantitative basis to drive architectural directions becomes increasingly urgent. We do not have the 
primary mission to raise awareness of an individual’s research; rather we wish to bring more wide-ranging 
interactions highlighting vision and positions and stimulating discussions. 

Any shortfall in our detailed understanding of operations and performance impacts the whole spectrum of 
stakeholders. Whether providing hardware architectures, system software, application programming 
environments, or production run-time environments, having the appropriate knowledge to optimize the 
interaction and configuration of all of these critical components as well as the evolution of the HPC ecosystem 
is critical to continued growth. The rapidly changing HPC landscape demands a codesign that effectively uses 
the data collected on previous and current systems to facilitate the design of next-generation 
supercomputers and successfully support our upcoming environments. Specifically, we would like to bring 
increased clarity for our challenges and opportunities.  

• Challenges: We have important issues to resolve, but we are not starting from scratch. HPC computing 
centers already collect a wealth of information on the health, usage, and efficiency of our machines, 
workflows and programming environments. While collection and analysis of this information has evolved 
and improved over the years, there are still severe gaps that have left us unable to provide the knowledge 
that is needed by hardware and software vendors, system operations staff, application developers, and 
user groups to create and operate highly efficient and secure large scale HPC systems. Would-be users of 
this information face difficulties in obtain insight from the collected data a timely manner, and efforts to 
provide both data and analysis means are currently fragmented across centers both at national and 
international levels. The infrastructure to collect, store, share and analyze the volumes of available 
information is a core capability—yet, many barriers remain due in large part to the many stakeholders 
and insufficient coordination, but also due to data privacy and security issues. With many new potential 
information sources in future systems, we must quickly identify and address critical requirements and 
gaps across the various stakeholders. Doing so will enable us to create collective and collaborative 
solutions that address both existing challenges and emerging needs and effectively support our upcoming 
HPC environments. The nature of this challenge suggests that it is an excellent opportunity for a codesign 
approach. Codesign is defined as the process of jointly designing interoperating components of a 
computer system—in particular: applications, algorithms, programming models, system software, as well 
as the hardware on which they run, and the facilities hosting them. Designing solutions based on 
intelligence derived from the data collection and analysis processes described above are henceforth 
referred to as Quantitative Codesign of Supercomputers. 
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Making progress at the highest end of HPC without access to the needed data can be compared to being 
asked to fly an airplane at night without sufficient instrumentation. Vendors are provided with example 
applications to target, but often lack a true understanding of where inefficiencies manifest on full scale 
workloads. Furthermore, computer architecture simulators face an inevitable challenge in trying to 
incorporate all the critical performance-killing attributes of current generation technologies and their 
integration: a simulation that includes all details of the architecture, from the chip mircro-architecture 
up to infrastructure, would take forever to run. For this reason, simulations must make tradeoffs between 
the accuracy of their representation and the required modelling time. Hence the vendors miss 
opportunities for improvement. Moreover, users often only have feedback on operating efficiency at the 
granularity of total application execution time. Low-level interactions frequently cause substantial 
performance degradations that users are unable to explain. Likewise, operations staff often lack 
knowledge of application resource utilization and cannot diagnose the longer run times experienced by 
the users. In addition, operations staff cannot ensure secure operations without an understanding of 
normal (expected) behavior and anomalies that deviate from that. Since root causes go undiagnosed on 
current systems, next generation systems will also fail to address the very same problems. 

• Opportunities: First and foremost, we wish to discuss the merits of a coordinated effort to bring together 
the helpful data from each stakeholder in the codesign space into a framework where data discovery and 
access is straightforward regardless of data source while respecting data privacy and security concerns. 
The envisioned Quantitative Codesign environment would pull together data traditionally held by 
disjointed communities (e.g., sysadmins, application teams, vendors, and so on) into a framework where 
the needed data is easily accessible. This framework would provide flexible but secure mechanisms for 
data providers who wish to share their data with others including application teams, vendors, facilities, 
operations, and system software researchers. In many cases, we seek to bring together data that is 
currently being produced although not generally known or utilized for a variety of reasons; in a few 
instances, we seek to extend and provide new data collection capabilities. 

For example, one area that is ripe for integration with Quantitative Codesign processes is the intersection 
of application development and run-time environments. In the past few years Continuous Integration 
(CI) has been widely adopted by development teams to continuously test development efforts. As part 
of these CI efforts, developers test across a variety of platforms on a daily basis and typically provide a 
pass/fail result for each. Introducing targeted run-time data collection (e.g., memory, application & 
hardware counters, MPI, OpenMP, GPGPU, I/O, energy consumption) and quantitative analysis into this 
process would enable feedback to users and identify issues within applications, compiler capabilities, 
runtimes, and differences across platform architectures that ultimately would drive improvements 
across the spectrum of stakeholders.  

Integrating Quantitative Codesign capabilities with existing design processes will enable more effective 
solutions across the computing stack. Information derived from monitoring and analysis would provide 
valuable insight for users, application developers, system architects, and facility designers as to how, and 
why, applications make use of the underlying system resources. Furthermore, by identifying the 
appropriate stakeholders and introducing them to information originating from diverse collection 
regimes, this symposium seeks to facilitate the discovery and sharing of potentially useful intelligence 
among larger teams and communities. In doing so, this approach also has the potential to spark further 
discussions and research on how to collect, employ and share this information more effectively. Thus, 
there is significant opportunity for discoveries that will not only increase application performance, but 
also benefit the broader HPC and scientific communities. 
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3. Workshop Structure 

The Quantitative Codesign of Supercomputers symposium took place during the opening day of the 2024 
Supercomputing conference. The workshop was was structured for hybrid-attendance with both in-person 
and virtual attendees and speakers. Further, the workshop was framed in the Symposium format to achieve 
the kind of deep interactions that lead to change within HPC. Our preference for audience interaction was in 
response to the state of the field (which we see as in its infancy).  

3.1 Workshop Theme 

The theme for SQCS'24 was opportunities and challenges in ADVANCED MEMORY. There are new research 
topics in heterogeneous computing, energy efficient computing performance, AI architectures, and edge 
computing that are driving innovations in advanced memory technology. Generative AI, Foundation Models, 
and HPC are important drivers for performance improvements in high bandwidth memory.  Growing industry 
support and adoption of Compute Express Link (CXL) is driving interesting codesign explorations with various 
application drivers for CXL capabilities including: multi-tiered memory hierarchy, memory disaggregation 
large memory pools with global fabric attached memory, support for heterogeneous computing with shared 
memory pools, and revisited concepts for compute near memory designs.  In shared memory, application 
codesign tradeoffs are raised for hardware vs software coherency and consistency management. New 
codesign opportunities also arise to understand memory requirements for Federated Learning at low power 
edge devices.  

3.2 Agenda 

Given our desire to bring more wide-ranging interactions highlighting vision and positions and stimulating 
discussions, we developed a schedule designed to facilitate these interactions (see Table 1 below). In 
particular: 
• The keynote speaker was chosen based on his long history in HPC with work that spans all areas of 

codesign including novel architectures, system and application software, tool development, 
performance diagnostics and more, in both lab and academic environments.  

• Three distinguished speakers were chosen who, as an aggregate, provided codesign perspectives on 
the use of carefully crafted kernels to inform telemetry and monitoring, how quantitative co-design 
was recently used to design memory architectures for CEA, and ORNL's experience with quantitative 
co-design.  

• A collection of position papers from an international collection of experts with diverse backgrounds in 
codesign, HPC system software and middleware research, center wide monitoring and operational 
aspects, bringing HPC products to market, and application / libraries.  

• A moderated discussion of audience, speakers, and panelists was included to enable both technical 
discussions and community-building.  

 
3.3 A Hybrid Format: Accommodating In-Person and Remote Participation 

As with our previous Symposium, the lingering effects of COVID and an increased confidence in the 
effectiveness of virtual participation had an impact on the format and character of the workshop. This was 
the third time for the SC series of conferences to ever have a hybrid format: SC24 supported both in person 
attendees at the World Conference Center in Atlanta, Georgia and remote attendees though the revamped 
SC24 online platform, Zoom and Sli.do. The role of the session chair and organizer remained largely the 
same as in previous years with some adjustments and increased responsibilities to account for remote 
participation by speakers and attendees. The Quantitative Codesign of Supercomputers symposium was 
presented via Live stream sessions. Under this format, content was recorded by AV technicians at the 
convention center and sent to remote participants in real time via Vimeo. Remote presenters connected 
via zoom (see Figure 1). For all remote symposium presenters, we arranged for an internet assessment on 
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the day of the symposium prior to the symposium start. This was used to ensure no fallback measures were 
needed. All remote speakers were able to participate as planned. 

 

 
Figure 1 – Logistical Setup of Live Stream Format Used By Symposium.  

 
 
3.4 Venue Feedback  

The Georgia World Conference Center and Atlanta receives mostly positive marks from SQCS'24. Positive 
aspects include: 

• The SC'24 hotel-to-venue buses were a positive. They were convenient and reliable. 

• Perhaps the most notable thing about the convention center was its enormous size -- SC24 only used 
half of the convention space. The rooms, AV, temperature control, acoustics, and general aesthetics 
were fine. 

• The room size and location within the conference center for SQCS'24 were fine.  
 
The following offer areas of potential improvement: 

• Signage: Several of us went to the convention center the day before the symposium to get our 
credentials and check out the space, and there was no signage for SC'24 on the half of the convention 
center we went to. In addition, there was insufficient room number signage for the collection of 
rooms at the end of the corridor where SQCS'24 was held. 

• AV Support: The AV support needs to show up at least 30 minutes before the symposium starts. 

• Room Setup: Our workshop had a panel. It would have been nice to have a place with chairs for 
panelists to sit in front. 
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•  
Table 1 – Symposium Agenda 

All Times  

US CT 

Speaker/Panelist Abstract 

 9:00 to 9:10 

 

  

Terry 
Jones 

Opening Remarks from Workshop Chair 
 
Welcome and workshop logistics 
 
 
 

 
 9:10 to 9:40 

 

  

Dorian     
Arnold 

From Data-Driven Designs to Data Driven Co-Design. 
 
Much attention is being placed on the use of artificial intelligence and machine learning for 
application development, system design, and performance analysis. Using our ongoing work 
on data-driven HPC, including AI and ML-based approaches, for HPC application trace and 
performance data synthesis, HPC software synthesis and code optimizations, and HPC 
system-monitoring, this talk inspires the promise of principled and automated data-driven 
approaches in the HPC system design lifecycle.  

 9:40 to 10:00 

 

  

Jeff    
Hamm
ond 

The Parallel Research Kernels and Their Use in Co-design 
 
The Parallel Research Kernels (PRK) were created to be the simple yet still interesting 
implementations of fundamental algorithms in high-performance computing, which could be 
used to evaluate and improve hardware and software systems. In this talk, I will describe the 
design methodology of the PRK and their use in multiple contexts. First, we consider the 
viability of alternative distributed programming models as compared to multiple flavors of 
MPI, especially the sensitivity to message granularity. Second, we demonstrate the use of the 
PRK to evaluate programming languages. Finally, we use the PRK to measure the behavior of 
accelerators and heterogeneous memory systems.  

 10:00 to 10:30 

  
[break] 

 

[break location] 

 10:30 to 10:50 

 

  

Lilia 
Zaourar 
 

A Co-Design Approach to NUMA Architectures in HPC: Quantitative Evaluation 
and Design Exploration 
 

Understanding the performance potential and data placement challenges in Non-Uniform 
Memory Access (NUMA) architectures is crucial for optimizing High-Performance Computing 
(HPC) systems. We will present a quantitative approach, using simulations and models, that 
provides essential insights into how system architecture impacts microbenchmarks and real-
world applications. We model a NUMA architecture with ARMv8 Neoverse V1 processors, 
leveraging the gem5 and VPSim simulation platforms. 

 10:50 to 11:10 Jack 
Lange 

Using Telemetry to Derive System Architecture Requirements: Experiences at the 
Oak Ridge Leadership Computing Facility 
 

Increasing system complexity and component costs mean that designing supercomputers 
and other HPC systems requires significant architectural compromises to be made. System 
architects are being forced to make ever more significant tradeoffs. To guide these decisions, 
it is first necessary to understand what the resource requirements of the workloads are. At 
ORNL we have been investigating the feasibility of using telemetry collected from existing 
systems to better understand how those systems are being used by users and their 
applications. I will give an overview of this effort and the challenges we have faced. 

 11:10 to 11:35 

 

  

Work in Progress 
Flash Talks 

 
 

 

Miwako Tsuji Feasibility study of compiler model toward the co-design of the next 
(Riken)  Fugaku 

Robert Keßler Challenges to Overcome the Disparity Between Resource Allocation 
(Univ of Cologne)  and Utilization of HPC Clusters on Reconfigurable Architectures 

J. Zach McMichael VMem: A User-level Runtime for Enabling Fine-Grained Control of 
(Univ of Tennessee)  Physical Memory 

 11:35 to 12:25 

 
Moderated 
Discussion Your opportunity for audience & panelists (our 4 invited speakers) to dig deeper 

 12:25 to 12:30 

 

Terry  
Jones 

Closing Remarks.  
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4. Workshop Outcomes 

4.1 HPC Contributions 

The following positive results have been achieved with from the workshop: 

• A large group of high performance computing professionals came together to pursue 
community building 

• Monitoring journals (outcome and strategy) were discussed and templates provided to 
guide the process of data collection and the use of these data 

• Videos of the invited talks and panels were recorded by SC’s Live Stream AV team 
• Discussion on Vision and Possibilities of Quantitative Codesign of Supercomputers were 

discussed, and ideas for future work were identified 
• This workshop report was written to document the results 

 
In addition, monitoring journals (outcome and strategy) were discussed and templates provided to guide 
the process of data collection and the use of this data. 
 

4.2 Workshop Discussion and Findings 

The workshop panel and ensuing audience interaction produced a very interesting discussion. Each 
distinguished panelist was given the following instructions: 
 

Please address the following two charge questions: 
 
• Engineers are taught the KISS principle (Keep It Simple Stupid) for good reason, but computer 

architectures have been trending toward increased node-level complexity and heterogeneity 
for more than a decade.  How can SQCS have a role in reducing the growing computer 
architecture complexity trend? 

  
• Given that HPC is no longer the driver for the largest computing systems, how can the HPC 

community drive innovation in parallel computing architectures or participate in co-design 
with non-HPC users (i.e. AI)? 

  
We are planning for the Panel Session to last 50 minutes. Please try to cover the two questions in 
about 6 minutes total time so that we will have around 25 minutes for audience discussion. 
Finally, to spark a lively discussion, we would encourage you to take the most provocative stance 
that you can truly support. 

 

•  Charge Question 1 Discussion 
 
Engineers are taught the KISS principle (Keep It Simple Stupid) for good reason, but computer 
architectures have been trending toward increased node-level complexity and heterogeneity for 
more than a decade.  How can SQCS have a role in reducing the growing computer architecture 
complexity trend? 

o Jeff Hammond:  Simplicity is bad. It makes the computer scientists feel good, and it makes 
the applications run slower. BlueGene was simple, and it was slower than Xeon based Cray 
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machines for almost everything. Simplicity in the architecture is turning off all the things that 
make bad code go fast. So I argue against simplicity. At the same time, we have to decide 
what kind of simplicity: Grace hopper is crazy complicated and yet super simple -- its simple 
in that the amount of memory levels are small and pipes between them are big. To a 
computer architect, Grace Hopper is hard; to a programmer trying to get good performance, 
it's easy. So simple or not simple depends on who you are asking. I say let the hardware be as 
complicated as it needs to be, to make the application scientist feel like it's easy to get good 
performance. 

o Jack Lange: I think we will need to move to simple architectures just because increasingly 
complex architectures are not going to be affordable. I view complexity as general purpose -- 
the complex architecture can do lots of different things. We're reaching the point where we 
are going to have to choose what do we want to do well, and what can we sacrifice to do not 
so well. This will lead to more streamlined architectures that are more purpose-built for 
certain applications. Every complexity that we've incorporated has come with an abstraction 
that makes it understandable to people. As long as abstractions keep up, we can have 
increasing complexity but we will need abstractions to come with the complexity. 

o Dorian Arnold: The hardware modules need to be sophisticated in order to provide the type 
of performance capabilities that we need -- the boundaries are where we simplify things. The 
HPCers that imagine that they need to eek out every last bit of performance are the ones 
that go deep into the bowles of hardware modules to understand the sophistication and get 
as much performance as they can from that sophistication -- but for most applications that's 
not necessary and you can succeed with 'good enough' where you utilize simple boundaries 
that might take away some of the possible performance gains. So the philosophy of 
complicated modules and simple boundaries is what you will need in the co-design space. 

o Lilia Zaourar: I agree with the previous opinions, and for me the primary question is the cost. 
To have a complex hardware that will 'feel' simplicity, but to have this simplicity you must 
invest great cost on abstraction, on development, and so on. You can always have what you 
want if you okay with paying the cost for it.  

▪ Question: do you mean the cost of development, or the overhead with delivering the 
hardware? 

▪ Lilia: Both. 

o Nick Wright: In a way, the charge question is ill-formed. If you're a race car driver, you have a 
very deep understanding of the car and you drive it very fast. I, on the other hand, don't care 
how my car works and it goes plenty fast for my needs. What role can co-design have here? 
Well, it can tell you the delta between the race car drivers performance and the casual 
drivers performance such that you can make determinations on whether it's worth it to you 
to extra feature (added complexity) in or not, and whether effort needs to be put into the 
abstraction so that it can be used by many other people. 

o Jim Ang: If we have a simpler architecture or simpler data utilization model, we may be able 
to better control over energy consumption decisions. Complexity may lead to higher energy 
consumption. Many energy concerns are mapped to the data utilization patterns. Ultimately, 
one of the factors of growing importance is the amount of energy efficiency we can obtain in 
our future systems -- and for this goal simplicity may help. If systems are too complex, it will 
be difficult to get a handle and control energy efficiency. 
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▪ Estela Suarez: I thought the systems were becoming more complex, that the 
heterogeneous systems give us more performance for the power consumed. Isn't it 
the combination of trying to have a general purpose system combined with a 
specialized performance system that adds lots of complexity? 

o Jeff Hammond: We still don't have a formal definition of "complexity". Xeon is one of the 
most complex pieces of technology ever built -- and yet on another level, it's incredibly 
simple. Is Xeon more "simple" than an NVIDIA GPU? I don't know how to answer that. What I 
can tell you is the amount of transistors devoted to load, store, and math is way higher in the 
GPU -- NVIDIA has a whole bunch of buffers that are designed to make terrible code not run 
terrible. In contrast, on GPU we're able to say we're not running java script, we're running 
CUDA or something similar. GPU code used to be very simple -- you wrote vector code similar 
to what ran on a Cray back in the day, and it just ran beautifully with no caches.  Things have 
gotten much more complicated because of demands on bandwidth and eventually you have 
to have a hierarchy and a hierarchy is complexity. Different communities, hardware 
designers, OS designers, application developers, have totally different views on what 
complexity they like. 

o Terry Jones: My thoughts on complexity ran to performance portability. It's no longer the 
case that you can count on the C compiler to realize great performance when you move your 
application from one complex leadership class machine to another. 

o Estela Suarez: Complexity is related to how much of the abstraction you have to be aware of. 
How much do you have to know about the system and code for the particular system to get 
performance out of the system. How transportable is the performance. 

o Jack Lange: I'd say another component of this is second order effects. If you have a 
component in the system that has dependencies on other components in the system, that's 
where we see a lot of our issues arising. How do we make these things talk to each other? 
What are the interfaces and how inter-dependent are they? So if you have the ability to 
partition the components, and clean interfaces that are able to operate interdependently, 
you can contain the complexity inside those silos and that's a much more attractive solution 
than having the complexity all-encompassing. 

o [unidentified]: On the complexity question, it really depends on who or what is programming 
the system. If it's humans, yes absolutely complexity should be bounded. But what will be 
programming these machines in the future? It may not be us. At the moment, we've 
designed the machines for us to program, but that may not be the case in the future. 
Perhaps machines will design themselves and program themselves in the future. 

o Dorian Arnold: Another aspect of this is related to correctness which has a second-order 
effect on performance. You can modularize the complexity to define simple boundaries that 
allow you to use the modules easily, but it becomes complex to understand the performance 
effects of these now complex modules put together correctly from a performance 
standpoint. This leads to the quantitative co-design approach where you take a data-driven 
approach and using analysis to help understand those performance complexities in ways that 
are very difficult for us to unravel otherwise. 

o [unidentified (perhaps John McCalpin? ...the camera doesn't pan to the microphone]: An 
architecture should provide functionality that lets the hardware plus the user control the 
things that are most expensive. We have 64-bit floating point hardware because it would be 



 

 

 
Quantitative Codesign of Supercomputers Workshop 2024 Report 

 

 12 

insane to try to build a history-based predictor to recognize the sequence of integer 
instructions that make a 64-bit floating point operation and convert it on the fly, and yet the 
most expensive thing in current systems is memory references and we have zero control in 
the architecture over how that happens. Even if you split the software up into a compute 
part and a memory part, the memory part has no hardware controls, the hardware has no 
features that allow you to control caching -- it has very minimal features that don't work very 
well. As to Jeff's comment on cache blocking, one of the reasons that it's so hard to get a 
compiler to cache block well is that they don't well with aliasing and set associativity, they 
can work a lot better if you have scratchpad memories. So what I'm arguing for is the 
architectures that we use don't include the things that are most important. The architecutes 
don't mention communication, they don't mention synchronization, and those are the things 
that cost all of the time and all of the energy. A huge fraction of the energy on an Intel type 
processor is the caching and speculation and coherence operations that allow the thing to be 
apparently easy to use. If we want things to be significantly more energy efficient, we need 
to re-architect them to expose a much higher semantic level for data motion, and then figure 
out the 'little problem of software' to make them work. 

▪ Nick Wright: Here's two points. First, you can switch a cache for a scratchpad, you 
get bad performance. How many people want to write code for a system that uses a 
scratchpad? Second point: the problem is that the compute and the memory are 
coupled: as soon as you have indirect addressing, you don't actually know what piece 
of memory you want to move until you compute which piece of memory you want to 
move. So a scratchpad doesn't solve that problem, and if you're writing a real code 
you have indirect addressing so the cache is the least bad solution that people have 
found. I'm sure that if you were allowed to run the code once, and instrument it 
completely, you could then rewrite it to run faster using a scratchpad, but that's a 
pointless exercise. 

▪ [Unidentified]: That's absolutely true. Scratchpads have been focused and extremely 
successful in niches like digital streaming applications. Most of those systems allow 
the hardware to be configured to some fraction of scratchpad and some fraction of 
cache.  One of the reasons that people have been reluctant to look at scratchpads for 
more general use has been the limitations on when they are beneficial. However, the 
idea that I'm proposing is a computing substrate that is a factor 20x cheaper, but you 
have to overcome some of the challenges of scratchpads.  At one time, people were 
content with vector computing. The ensuing x86 style of computing has lasted for 
many years now and there hasn't been movement to make nodes significantly 
cheaper. In fact, nodes are now more expensive than they were. If you want 
machines to be very inexpensive and energy efficient, the architecture has to be 
significantly different than what we have now. 

o Estela Suarez: To me, the question seems to be one of finding a sweet spot: how much 
complexity do we want to expose and transfer to the user so that they can control, and how 
much can we abstract away. 

o Jeff Kuehn: I have a question for the audience: How many of you are using an LLM to write 
code now. Is there a reason that other people have not started down this path already? You 
can run an LLM on your laptop. 

▪ Jeff Hammond: This is related to something Dorian commented to in his talk earlier 
today. These models capture the collected available intelligence. If I ask ChatGPT to 



 

 

 
Quantitative Codesign of Supercomputers Workshop 2024 Report 

 

 13 

tell me about the strict aliasing rule, it will do fine. But if I ask it to do something very 
specific without the supporting information, it will make up answers. I asked ChatGPT 
to write Ada and time a software module with start-time, stop-time, and dividing the 
duration by the iteration count, it gave me 12 consecutive garbage responses that 
were non-compliant code with made up Ada functions that it claimed were standard 
(but were actually completely bogus). It hallucinated everything! If there's not 
enough human intelligence on the internet to be trained on, the models don't know. 
ChatGPT is no better than the info already on StackOverflow, it's just faster for 
people to use. 

▪ Dorian Arnold: The one part that I'll add to that is that it does unify the collective 
wisdom. That's the power that it really has. And with enough computational power, 
it brings together the available collective wisdom very quickly. 

▪ Jeff Hammond: It [ChatGPT] will never solve problems that people haven't already 
solved. 

▪ Dorian Arnold: Except in situations where the solution is the composition of multiple 
individual solutions that have not previously been brought together. 

▪ Jeff Kuehn: Or solutions that are near existing solutions. Just as an anecdote, I 
produced 25,000 lines of working code in an evening while watching a movie with 
my wife. There's an immense capability here for productivity and addressing 
complexities. LLMs certainly have their limitations and trying to get them to write an 
obscure or niche programming language is an example. Getting it to produce C code 
or Python code is a different matter. There's a corpus available for that. 

▪ Estela Suarez: How efficient was your code? Because I tried ChatGPT, and the code 
efficiency was very poor. 

▪ Jeff Kuehn: You have to guide it like a dumb graduate student. If you tell it "cache 
block this loop," it can do that in an instant rather than 30 minutes. You do have to 
accept the limitations and recognize that you have to guide it. You have to be able to 
recognize when its walking down a rat hole and steer it back out. While LLMs are not 
going to replace good programmers, that doesn't mean don't use LLMs. 

▪ Dorian Arnold: I'll reframe that in a slightly different way. Consider it a productivity 
framework. It's not producing your programs, but rather its helping you produce 
your programs in a very productive way. Just like visual programming, or compilers 
before the days of compilers when everyone wrote assembler, or before there was 
assembler and you had to use machine code. It's a productivity framework that can 
boost your productivity significantly. 

▪ Jack Lange: AI works well at a certain abstraction level. I think its a higher abstraction 
level than I've worked in, but you have to accept that you're going to be working at a 
higher abstraction level and not looking too deeply into the code. 

▪ [Unidentified]: I'm a grad student that has experimented with LLMs. It doesn't work 
for problem solving -- I need to do that. And if I'm doing that, I might as well write it 
myself. If it's time to write the core structure, LLMs have never worked for me. It's 
not there for solving novel problems. Hopefully that changes soon. 
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▪ Jeff Kuehn: I'll provide one more example that I can't get into the specifics because its 
in a forthcoming paper. ChatGPT was able to bring together obscure theorems to 
redesign an algorithm that has been in use for 30 years. It was able to suggest a 
mathematical change in the structure of the problem that resulted in a 10x 
improvement in the algorithm. I don't want to suggest that ChatGPT or any LLM is 
going to do something creative. But it will fuel the creativity of the experts who use it. 

•  Charge Question 2 Discussion 
 
Given that HPC is no longer the driver for the largest computing systems, how can the HPC 
community drive innovation in parallel computing architectures or participate in co-design with 
non-HPC users (i.e. AI)? 

o Jeff Hammond: NVIDIA is still doing HPC -- we have a couple of 100 people at the SC24 
conference -- and we're still pretty successful at it. People don't like the prices, but other 
than that, nobody is complaining too much about what we build. It turns out that there are a 
lot of things about HPC and AI that are similar. The first one is that you move a lot of data. 
The second is you do a lot of math. The key difference between us HPC people and those AI 
people is numerical precision. As I was thinking about this charge question and symposium, it 
seemed to me that there are 2 fundamental co-design things to do with the interface of HPC 
and AI: the first one is figuring out how to do physics with different floating point types; the 
second one is AI capable of physics some of the time. Damian Rouson and people from NOAA 
are looking into using AI to do cloud micro-physics. Cloud physics is currently a collection of 
fudge factors with a bunch of empirical findings and a bunch of grid fittings. I think people 
just need to embrace the areas of overlap, and once in a while figure out where they don't 
overlap if that makes things cheaper on the HPC side. 

▪ Estela Suarez: If I were to paraphrase what you just said, there's codesign space 
between HPC and AI as long as this means transforming the applications that used to 
be called HPC applications into new forms that look like AI applications. But the 
hardware will be designed for AI. 

▪ Jeff Hammond: This is a good thing. If you go out and you want to create an HPC only 
company, and get money to buy first class architects, good luck! There are people at 
this conference that used to work for those companies and they will tell you that it 
doesn't work. Economics matters. If you want to get the best hardware designers in 
the world to give you the best memory bandwidth and the best floating point units, 
and the best compute, you want those people to be getting their paychecks from a 
company that makes money off of AI. So HPC should take it because Facebook and 
Amazon have already paid for it. 

o Jeff Kuehn: I'm from AMD. What I would say is that if you want those systems that are going 
to do HPC well for you, it comes down to the memory performance, it comes down to the 
floating point performance, it comes down to power and price. Those are the four keys here. 
Putting too much memory on an SOC is going to blow out the price. Putting too little memory 
on the SOC is going to significantly damage the performance -- the performance and energy 
costs of pushing data on and off the SOC is going to kill you. So you need to dial in very 
carefully, very exactly with quantitative data how much memory do you need on that SOC. 
And if you can work with the footprint of memory on an SOC that is being driven by AI, all the 
better. On the floating point side -- AI folks are exploring fp6, fp8, fp16, bf16, a variety of 
different formats for very low precision computation. There's some applied math work that 
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needs to be recovered out of the 1950s, 60s, 70s to understand what are the necessities 
driving 64-bit math. Do you really need it? Then you can start asking yourself what features 
do I need in 64-bit versus 32-bit. Do I need tensor cores in 64-bit or do I only need them in 
32-bit and lower precisions. 

o [unidentified] What information would a chip vendor or a system vendor want. 

▪ Jeff Hammond: Jeff Kuehn actually answered this, and I agree with him. The two 
most expensive things are memory (how much is there and what is the speed), and 
how many floating point units do you include. We want to avoid top500-based 
procurements. 

▪ Jeff Lange: Just as an OLCF person, we don't ask for linpack numbers. That's not part 
of our benchmark suite either. So we're very aware that scientific computing is not 
just DGEMM. The other think that I would push back on, is that we do max out HBM 
capacity on many of our workloads. HBM is not just a vanity thing for us, we do 
actually need it. 

• Recommended Reading: 

o DOE-SC Basic Research Needs for Microelectronics: Oct 23-25, 2018. 
https://science.osti.gov/-/media/bes/pdf/reports/2019/BRN_Microelectronics_rpt.pdf 

o PCAST Report: Revitalizing the U.S. Semiconductor Ecosystem 
https://www.whitehouse.gov/wp-content/uploads/2022/09/PCAST_Semiconductors-
Report_Sep2022.pdf 

o Government Role: Crossing the Valley of Death. https://www.nist.gov/chips/vision-and-
strategy-national-semiconductor-technology-center: 

5. Post-Workshop Recommendations and “Next step” Strategies 

The workshop finds that the present state of quantitative co-design is still nascent with plenty of 
divergent paths to choose from. There are a number of recommended “next steps” that should be 
followed to increase the usability of quantitative codesign of supercomputers. 

 
5.1 Continue the website (Link) 
Provide ongoing support to Quantitative Codesign of Supercomputers website. This web presence becomes 
an anchor for announcements and a source to discover resources and pertinent email addresses. 

5.2 Disseminate the Workshop Report 
Providing this post-workshop report of the event will an important resource for the symposium’s 
community building objective. The contact data of the participants interested on receiving the report have 
been collected and will be used to spread the report in the community 

5.3 Track Potential Mission furthering opportunities 
This follow-up activity is to ensure that a wide segment of high performance com 
puting is monitored for events, interactions and publications for opportunities to advance high performance 
computing through quantitative codesign concepts. 

5.4 Advance the Quantitative Codesign agenda with a 2024 Symposium 
Finally, we are encouraged to repeat the workshop in 2024. This fourth workshop should consider ... 

https://quantitativecodesignsc.org/
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Appendix 1 – Related Activities 
 

Among the related activities that we wish to augment are the following: 
 

• The Center and Application Monitoring Session held during the ECP Annual Meeting. 
• The International Workshop on Monitoring and Operational Data Analytics (MODA) held 

with the annual ISC High Performance conference. 
• The Workshop on Monitoring and Analysis for High Performance Computing Systems Plus 

Applications (HPCMASPA) held with the annual IEEE Cluster conference. 
• The Workshop on Performance Monitoring and Analysis of Cluster Systems (PMACS) held 

with the annual Euro-Par conference. 
 
Each of these related activities share an interest in the wealth of information exposed by these 
systems about how the system resources are being utilized. Our Symposium is unique in its emphasis 
on applying data to improve the codesign process. The Quantitative Codesign Symposium also has a 
distinguishing format and venue.  

 
 

https://moda20.sciencesconf.org/
https://sites.google.com/site/hpcmaspa/
https://sites.google.com/site/hpcmaspa/
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Appendix 2 – Symposium Biographies 
 

 
Dorian Arnold – Leadoff Speaker and Panelist 

Dorian Arnold is a tenured, associate professor of Computer Science at Emory University with over two 
decades of experience in large scale distributed systems, fault-tolerance, and software tools for high-
performance computing (HPC) environments. He has 60+ peer-reviewed publications with 2300+ citations. 
His research projects have won two Top 100 R&D awards. In 2017, he was named an ACM Distinguished 
Speaker. Arnold earned Ph.D. and M.S. degrees in Computer Science from the Universities of Wisconsin 
and Tennessee, respectively. He earned a B.S. in Math and Computer Science from Regis University (Denver, 
CO) and his A.S. in Physics, Chemistry and Math from St. John’s College (Belize).. 

 
Jeff Hammond – Invited Speaker and Panelist 

Jeff Hammond is a Principal Architect at NVIDIA, where he focuses on parallel programming models for 

GPUs and ARM CPUs. His life goal is to make programming supercomputers easier and more effective 
for scientists. At NVIDIA, Jeff works on HPC software for GPUs and ARM CPUs. His research interests 
include parallel programming models and system architecture. Previously, Jeff worked at Intel and 
the Argonne Leadership Computing Facility where he worked on a range of projects, including MPI-
3, oneAPI, Blue Gene and Xeon Phi. Jeff received his PhD in Chemistry from the University of Chicago 
for work on NWChem. 

 
Lilia Zaourar – Invited Speaker and Panelist 

Dr. Lilia Zaourar is a CEA expert in co-design techniques for Computing Architectures at CEA LIST.  She 
received an MS and PhD in Operational Research and Computer Science from the University Joseph 
Fourier, Grenoble, in 2007 and 2010, respectively. She developed various optimization algorithms for 
the design and test of integrated circuits. Then, she was a temporary teaching and research assistant at 
the SoC department in Computer Science PARIS 6 Laboratory, Sorbonne University, from 2010 to 2012. 
She was involved in developing optimization strategies for the resource-sharing problem to test 
embedded memories. She joined the CEA LIST in 2012 and has participated in various national, 
European, and industrial research projects on real-time mixed-criticality systems, optimization strategies 
of runtime software for heterogeneous HPC and microservers, and FPGA emulation. She led Modelling 
and Simulation activities within the first phase of the European Processor Initiative (EPI) project. She is 
currently involved in the second phase of EPI on co-design and exploration. Her research interests cover 
combinatorial optimization and operational research techniques with a special focus on optimization 
problems for electronic design automation and high-performance embedded systems, as well as testing 
and security. She is the project leader of the working group ” Optimized Integreted Circuit ” funded by 
the French institution CNRS. She has been a SAMOS, SC, PMBS, and CoDit technical programs member. 
She has served as General Chair for Hipeac/Rapido 2023, 2024, and General Chair of the 50th Euromicro 
DSD/SEAA 2024 conference. 
 

Jack Lange – Invited Speaker and Panelist 
ORNL, Jack was an Associate Professor of Computer Science in the School of Computing and Information 
at the University of Pittsburgh. Prior to joining the faculty at Pitt, Jack received his Ph.D. from 
Northwestern University. During his career in academia, Jack’s research has focused on systems software 
for high performance computing environments, including high performance virtual machine managers 
(VMMs) and hypervisors, novel operating systems (OS) architectures, shared memory frameworks, and 
overlay networks. This work has served as the foundation for several Department of Energy research 
projects including the Hobbes Exascale operating system and runtime (OS/R.). 
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Terry Jones – Chair 
Terry Jones is a Senior Research Staff member at Oak Ridge National Laboratory (ORNL) where he has 
worked since 2008 in the Computer Science and Mathematics Division (CSMD) as a Computer Scientist. Prior 
to that, he held a Computer Scientist position at Lawrence Livermore National Laboratory (LLNL). Terry 
earned a Master of Computer Science degree from Stanford University. Terry's research interests include 
system software for high performance computing, runtime systems and middleware, parallel and distributed 
architectures; performance monitoring; memory and storage systems; distributed clock synchronization, 
and resilience for complex distributed systems. 

 
Estela Suarez – Co-organizer and Moderator 

Dr. Estela Suarez is research group leader at the Jülich Supercomputing Centre from Forschungszentrum 
Jülich, which she joined in 2010. Since 2022 she is also Professor for High Performance Computing at the 
University of Bonn. Her research focuses on HPC system architectures and codesign. As leader of the EU-
funded DEEP project series she has driven the development of the Modular Supercomputing Architecture, 
including hardware, software and application implementation and validation. Additionally, since 2018 she 
leads the codesign efforts within the European Processor Initiative. She holds a PhD in Physics from the 
University of Geneva (Switzerland) and a Master degree in Astrophysics from the University Complutense of 
Madrid (Spain). 

 
Jim Ang – Co-Organizer 

James is the Chief Scientist for Computing in the Physical and Computational Sciences Directorate at 
Pacific Northwest National Laboratory, where he serves as the lab lead for the DOE Office of Science 
(DOE/SC), Advanced Scientific Computing Research (ASCR) Program. PNNL’s ASCR portfolio includes over 
20 R&D projects in applied mathematics, computer science, advanced architectures, and computational 
modeling and simulation. His computing leadership role also intersects with foundational technology 
challenges associated with microelectronics and semiconductors. James helped organize the panel on co-
design for beyond exascale at the DOE/SC workshop on Basic Research Needs for Microelectronics; served 
on the executive committee for the Semiconductor Research Corporation Decadal Plan; and was 
appointed by the U.S. Commerce Secretary to serve on the NIST Industrial Advisory Committee to provide 
input on R&D gaps for the CHIPS and Science Act. James has a BA in Physics from Grinnell College, a BS in 
Mechanical Engineering from the University of Illinois at Urbana-Champaign, and MS and PhD degrees in 
Mechanical Engineering from the University of California at Berkeley. 

Jim Brandt – Co-Organizer 
James (Jim) Brandt is a Distinguished Research Staff Member (Computer Scientist) at Sandia National 
Laboratories. Jim’s research interest for the past two decades has been in holistic data-driven analysis of 
HPC eco-system resource utilization and state. He leads the development effort for Sandia’s Lightweight 
Distributed Metric Service (LDMS) which has been in production use for a decade and installed on 
largescale systems across the DOE and NSF. Jim also leads SNL’s AppSysFusion project, which enables run 
time combined application+system monitoring, through the interoperability of LDMS with other tools 
including Kokkos, Darshan, and Caliper. Jim leads work in the area of application of AI/ML to modeling and 
optimization of application resource utilization and anomaly detection. Jim has a M.S. degree in Computer 
Engineering from Santa Clara University and a B.S in Physics from California State University Hayward. 
 

Mike Jantz – Co-Organizer  
Mike Jantz is an Associate Professor of Computer Science at the University of Tennessee, Knoxville. At UT, 
Mike leads the CORSys research group, which aims to design and build innovative system tools and 
techniques to achieve faster, safer, and more efficient execution on modern and emerging architectures. 
His group has conducted and published research on a variety of topics related to computing performance 
and efficiency, program profiling and analysis, runtime data management, and dynamic compilation. His 
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work is supported by a number of government and industrial institutions, including the National Science 
Foundation (NSF), the U.S. Department of Energy, and Intel Corporation. In 2020, he received the NSF 
CAREER award for his proposal on application guided data management for complex memory systems. 
 

 
Ann Gentile – Co-Organizer  

Ann is a Manager in Sandia’s High Performance Computing (HPC) Development Department which 
develops innovative management methodologies to improve the utilization of leading and next-
generation computing systems across the world.  Ann’s research interests are in HPC Monitoring and 
Analysis and Dynamic, Resource-Aware Computing based on system and application monitoring data. 
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Appendix 3 – Organizing Committee and Program Committee 
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• Michael Jantz - the University of Tennessee, USA  
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• Jim Brandt - Sandia National Laboratories, USA  
• Florina Ciorba - University of Basel, Switzerland  
• Hal Finkel - US DOE office of Advanced Scientific Computing Research, USA  
• Lin Gan - National Supercomputing Center, Wuxi, China  
• Maya Gokhale - Lawrence Livermore National Laboratory, USA 
• Thomas Gruber - Friedrich-Alexander-University Erlangen-Nuernberg, Germany   
• Oscar Hernandez - nVidia, USA  
• Jesus Labarta - Barcelona Supercomputing Center, Barcelona, Spain  
• Hatem Ltaief, King Abdullah University of Science and Technology (KAUST), Saudi Arabia  
• Yutong Lu - Director of National Supercomputing Center in Guangzhou, China  
• Esteban Meneses - Costa Rica National High Technology Center, Costa Rica  
• Bernd Mohr - Jülich Supercomputing Centre, Germany  
• David Montoya - Trenza, USA  
• Dirk Pleiter - KTH Royal Institute of Technology, Sweden  
• Mitsuhisa Sato - Riken, Japan  
• Martin Schulz - Technical University of Munich, Germany  
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Appendix 4 – Attendees & Workshop Photographs 

 
We noted approximately 60 in-person participants with a few participants coming and going during the 
morning; we were unable to collect information on remote participants.  We collected names and email 
addresses for our attendees. 
 
Last year, our SC'23 attendance was 64, and the year before that we had 61 in-person participants. 

 

 

  

 
These pictures show the SQCS'24 room format. The room was of an irregular shape, but provided plenty of room. 
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Appendix 5 – Flash Talks 
Robert Keßler, University of Cologne 
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Flash Talks: Robert Keßler 
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J. Zach McMichael, University of Tennessee 
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J. Zach McMichael 

 
 

 

Figure 1: Design overview of the VMem framework.

an API that allowsapplicat ions to register virtual address rangeswith VMem and control allocat ion

and recycling of the memory resources exposed by the VMem server within these ranges.

The VMem framework, implemented in Linux, does not require any kernel modificat ions on non-

standard configurat ion opt ions to enable fine-grained memory management features for part icipat ing

applicat ions. Rather, it leverages standard Linux system calls, including memfd create, mmap, and

userfaultfd, to implement its core funct ionality. Let us next describe how these facilit ies are used to

implement VMem.

2.1 T he V M em Server

The VMem Server provides a holist ic view of the available memory resources and exposes these resources

to VMem Runt ime processes through a set of shared memory pools. To init ialize the shared memory

pools, the VMem server creates an anonymous file corresponding to each physical memory device t ier

using the memfd create system call. I t then maps each anonymous file into its own address space

as shared memory and populates the shared mappings with physical memory corresponding to the

appropriate t ier of memory. For this operat ion, VMem employs mbind to ensure that the shared ranges

are mapped to di! erent types of memory. Hence, it is able to di! erent iate memory device t iers that

are dist inguished in the underlying plat form as separate NUMA nodes. Next , the shared ranges are

subdivided into pages, called vpages, which are then inserted into free lists corresponding to each t ier

of physical memory. The vpages and their associated lists are created and mapped into the VMem

Server as shared memory, so that they can be accessed and manipulated direct ly by processes that

use the VMem Runt ime. Note also that , in addit ion to metadata for their associated data st ructures,

each vpage maintains informat ion about the anonymous file and o! set within the file from which it was

originally mapped.

2.2 T he V M em Runt ime

The VMem Runt ime is implemented as a shared library which is intended to be dynamically linked into

a running process before the applicat ion invokes its main execut ion rout ine. During init ializat ion, the

2
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Miwako Tsuji, Riken 

 
 

 

Miwako TSUJI

Quantum-HPC Hybrid Software Environment Unit

RIKEN R-CCS

Feasibility Study of compiler and programming model 
toward the co-design of the next Fugaku

1

Feasibility Study for the Next Generation Supercomputer 

Feasibility Studies on Next-Generation Supercomputing Infrastructures has been conducted from 
August 2022, commissioned by MEXT (the Ministry of Education, Culture, Sports, Science and Technology).

Anticipating the work to develop the Fugaku-next supercomputer, the projects will clarify the needs of 
computational sources for 

� various fields of science and technology

� Society 5.0

� Advanced Digital Twin

� Data-driven science, BigData at scale

� FLOPS to Byte

• Architecture
• Research on System Software and Library
• Research on Applications

2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031

NGACI roadmap
discussion FS

CFP Feasibility Study
Preliminary
Design

Detailed Design Production, Installation

2
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Miwako Tsuji 

 
 
 

 

Architectural Direction toward Next-Generation 
Computational Infrastructure

• High bandwidth and heterogeneous node architecture design
• Significant increase in relative memory bandwidth using 3D stacked memory technologies
• System network suitable for both strong scaling and weak scaling
• Massively parallel system with tens of thousands of accelerator sockets

3

Compiler / Programming Model Sub Working Group
� Investigates following items (w/ collaborations with the architecture group)

- Needs and trends of application developments in terms of programming languages

- Existing code generation techniques including open-source compilers

- Programming frameworks enabling high portability including performance portability
across various architectures

- Programing tools such as tracers, profilers and debuggers

� Clarifies programming environments for the next-generation supercomputers

4
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Survey: Programming Languages and GPU Programming 

1

1

1

1

2

2

3

7

11

16

17

23

HIP

SQL

Java

intrinsics

CUDA

Julia

Shell Script

Ruby

C++

C

Python

Fortran

5  10  15  20  25 

- Fortran is still most popular.

- There is only one user who uses
Python only,  and the other Python
users also use C, C++, and/or
Fortran.  No “Ruby only” user.

30 respondents, multiple choices allowed

※This survey had been conducted in 2022

Development experience 

for accelerators

Never or 

Almost Never
18

Yes

12

GPU 11 / Cell 1

 CUDA/HIP 4
 OpenACC / OpenMP 8

11 developers request “directive-
based programming” for future 
accelerators if there are accelerators

5

Ongoing and Future works: From CPU to CPU+Accelerator

� From Fugaku, a massively parallel CPU-only cluster, to Fugaku-next, CPU + Accelerator

� How to support  applications’ porting from CPU to “CPU+Acc. from the viewpoint of the 
programming model and compilers

- performance portable programming, such as Kokkos, Raja, ..

- programming environment matrix for different systems

� NVIDIA, AMD, Intel GPUs

� OpenMP, OpenACC, DPC++, CUDA/HIP, stdpar

- case studies

� OFP (KNL) to OFP2 (GH) in JCAHPC

� Summit (NVIDIA) to Frontier (AMD) in ORNL

� etc... 

- role of GPU vendor, Integrator, and OSS communities for existing systems

- Fortran/FORTRAN

6
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